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We consider Markov processes on the positive integers for which the origin is an absorbing state. Quasi-stationary distributions (qsd's) are described as fixed points of a transformation \( \Phi \) in the space of probability measures. Under the assumption that the absorption time at the origin, \( R \), of the process starting from state \( x \) goes to infinity in probability as \( x \to \infty \), we show that the existence of a qsd is equivalent to \( E_x e^{\lambda R} < \infty \) for some positive \( \lambda \) and \( x \). We also prove that a subsequence of \( \Phi^n \), converges to a minimal qsd. For a birth and death process we prove that \( \Phi^n \delta_x \) converges along the full sequence to the minimal qsd. The method is based on the study of the renewal process with interarrival times distributed as the absorption time of the Markov process with a given initial measure \( \mu \). The key tool is the fact that the residual time in that renewal process has as stationary distribution the distribution of the absorption time of \( \Phi \mu \).

1. Introduction. Let \( X(t) \) be a continuous time Markov process in \( \mathbb{N} = \{0, 1, 2, \ldots \} \). Let \( Q \) be the corresponding transition rate matrix: \( q(x, y) \) is the rate of jumping from \( x \) to \( y \neq x \). We assume throughout that the state 0 is absorbing [i.e., \( q(0, x) = 0 \) for \( x \in \mathbb{N} \)] and that all states other than 0 form an irreducible class, and finally that \( Q \) is conservative and regular, that is,

\[
-q(x, x) = \sum_{y \neq x} q(x, y) < \infty, \quad \text{and the minimal process}
\]

\[
\{x(t)\}_{t \geq 0} \quad \text{corresponding to} \quad Q \quad \text{is an honest process.}
\]

In particular, (1.1) says that

\[ P_{\mu}(X(t) \in \mathbb{N}) = 1 \quad \text{for all} \quad t \geq 0 \quad \text{and all initial distributions} \quad \mu \quad \text{on} \quad \mathbb{N}, \]

and, consequently, any right continuous strong Markov process with transition rate matrix \( Q \) equals the minimal process with probability 1. In this paper, \( X(t) \) always denotes the minimal process for \( Q \). This process can then be constructed explicitly as a nice jump process [see, for instance, Asmussen (1987), Section 2.2 or Breiman (1968), Section 15.6].

We further define

\[ R = \inf\{t \geq 0 : X(t) = 0\}, \]

the absorption time at 0. We shall only be interested in processes for which \( E_x R < \infty \) for all \( x \geq 1 \).
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A quasi-stationary distribution (qsd) \( \mu \) is a probability measure on \( \{1, 2, \ldots \} \) with the property that, starting with \( \mu \), the conditional distribution, given the event that at time \( t \) the process has not been absorbed, is still \( \mu \). That is,

\[
\sum_{y \geq 1} \mu(y) P_y(X(t) = x) / \sum_{y \geq 1} \mu(y) P_y(X(t) \neq 0) = \mu(x).
\]

Quasi-stationary distributions for Markov processes and chains have been studied by several authors. Vere-Jones (1962), Seneta and Vere-Jones (1966) and Kingman (1963) studied the case of a general denumerable state space.

Intimately related with the notion of qsd is the so-called Yaglom limit:

\[
\lim_{t \to \infty} \frac{P_x(X(t) = x)}{P_x(X(t) \neq 0)}.
\]

Indeed, if the Yaglom limit exists and it is a probability measure, then it is a qsd [see Vere-Jones (1969), Theorems 1 and 2]. The existence of the limit in (1.3) was established for branching processes in a pioneer work by Yaglom (1947), for asymmetric random walks by Seneta (1966), for left continuous random walks by Pakes (1973) and for birth and death processes by Good (1968), Kijima and Seneta (1991), van Doorn (1991) and van Doorn and Schrijner (1994b). In the case of a finite Markov chain there is only one qsd and it is the Yaglom limit; see Darroch and Seneta (1965).

In this paper we study qsd’s by means of the distribution of the absorption time \( R \). Our main result is as follows.

**Theorem 1.1.** Assume that (1.1) holds and that \( Q \) restricted to \( \{1, 2, \ldots \} \) is irreducible. Assume further that

\[
\lim_{x \to \infty} P_x(R < t) = 0 \quad \text{for any } t \geq 0
\]

and that \( P_x(R < \infty) = 1 \) for some (and hence all) \( x \). Then a necessary and sufficient condition for the existence of a qsd is that

\[
E_x e^{\lambda R} < \infty
\]

for some \( \lambda > 0 \) and for some \( x \in \{1, 2, \ldots \} \) (and hence for all \( x \)).

One can see immediately that condition (1.5) is necessary. In fact, if there exists a qsd \( \mu \), then \( P_\mu(R > s + t) = P_\mu(R > s)P_\mu(R > t) \). So \( F_\mu \) is exponential. Since \( P_x(R < \infty) = 1 \) for all \( x \), also \( P_\mu(R < \infty) = 1 \) and consequently the exponentially distributed \( R \) must have \( E_\mu R < \infty \). Then for \( \lambda < 1/E_\mu R \), we have \( E_\mu e^{\lambda R} < \infty \). Since the irreducibility of \( Q \) implies that \( \mu \) charges every point and \( E_x e^{\lambda R} \leq (1/\mu(x))E_\mu e^{\lambda R} \), we deduce \( E_x e^{\lambda R} < \infty \). Sufficiency of (1.5) will be proven in Section 4.

For a birth and death process, Theorem 1.1 was proven by van Doorn (1991), by Ferrari, Martinez and Picco (1992) and by van Doorn and Schrijner (1994a).
We notice that (1.5) is equivalent to exponential decay of the tail of the distribution of $F^6$, that is,

\[(1.6)\] there exist positive constants $C$, $\gamma$ such that $P_x(R > t) \leq Ce^{-\gamma t}$.

It is worth noting that if one defines

\[(1.7)\] \[ \lambda_1 = \lim_{t \to \infty} \frac{-1}{t} \log(P_x(X(t) = y)) \]

(this is independent of $x, y \geq 1$; see Lemma 5.2 for more details), then processes satisfying (1.4) and (1.5) can be $\lambda_1$-recurrent or $\lambda_1$-transient. That is, there are examples for which

\[(1.8)\] \[ \int_0^\infty e^{\lambda_1 t} P_x(X(t) = x) \, dt \]

diverges and other examples for which it converges. Thus, our results seem to have little connection with $\lambda_1$-recurrence, which is the basis for much of the previous work on qsd's. For instance, Seneta (1966) proved that (1.8) converges for the continuous time random walk on $\mathbb{N}$ which moves one step to the right and left at rates $p \in (0, \frac{1}{2})$ and $q = 1 - p$, respectively (with absorption at 0). An example for which (1.8) diverges is provided by a continuous time subcritical Markov branching process. If one starts with one particle, then

\[ P_1(R > t) = P(\text{branching process survives until time } t) \sim (-A(0))e^{-\beta t} \]

for some $A(0) < 0$ and $\beta > 0$, by Athreya and Ney [(1972), Theorem III.8.1 and Corollary III.8.1]. Moreover, by Yaglom's theorem [see Athreya and Ney (1972), Theorem III.7.4] there exists some $b(1) > 0$ such that

\[ P_1(X(t) = 1) \sim b(1) P_1(R > t). \]

Of course, $\lambda_1 = \beta$ in this case.

Condition (1.4) is easy to check directly from the transition rates. It is fulfilled in many examples. Pakes (1994) investigates what happens in a number of examples when (1.4) fails.

Condition (1.6) can often be verified in examples by finding a suitable supermartingale. The use of supermartingales for establishing ergodicity properties of Markov processes with some kind of central drift is well known; see for instance Meyn and Tweedie (1993) (especially Theorem 7.1) for a very general treatment of such methods. For our case, assume that there exist a function $f(\cdot)$ on $\mathbb{N}$ and constants $D_1, D_4, D_5 > 0$, $D_2, D_3, D_6 < \infty$, $D_6$ integer, such that

\[(1.9)\] \[ f(x) \geq 0 \] \text{ and } \[ f(x) \to \infty \text{ as } x \to \infty, \]

\[(1.10)\] \[ \sum_{y \neq x} q(x, y)f(y) \leq f(x) - D_1 \text{ for } x \geq D_6, \]

\[(1.11)\] \[ |f(x) - f(y)| \leq D_2 \text{ for } x \geq D_6 \text{ and } q(x, y) > 0, \]
\begin{equation}
\sum_{y \neq x, f(y) \geq n} q(x, y) \leq D_3 e^{-D_4 n} \quad \text{for } 1 \leq x \leq D_6 - 1 \text{ and } n \geq 1,
\end{equation}

and

\begin{equation}
-q(x, x) \geq D_5 \quad \text{for } x \geq D_6.
\end{equation}

We show in Lemma 4.3 below that (1.9)–(1.13) imply (1.5).

There is a large class of processes satisfying (1.9)–(1.13). In particular, these conditions are satisfied by any Markov process on the integers with bounded jumps and with a drift toward the origin bounded away from zero [and irreducible on \( \{1, 2, \ldots \} \) and with jump rates bounded away from 0, i.e., satisfying (1.13)].

We also remark that in the present setup, (1.6) is trivially equivalent to geometric ergodicity of \( \{X(t)\} \), that is, to the exponential decay (as \( t \to \infty \)) at a rate independent of \( x \) and \( y \) of

\begin{equation}
|P_x(X(t) = y) - \lim_{s \to \infty} P_x(X(s) = y)|.
\end{equation}

Indeed, when absorption is certain,

\[
\lim_{s \to \infty} P_x(X(s) = y) = \begin{cases} 
1, & \text{if } y = 0, \\
0, & \text{if } y \neq 0,
\end{cases}
\]

and, in addition, for \( y \neq 0 \),

\[
P_x(X(t) = y) \leq P_x(R > t).
\]

Therefore, (1.6) is equivalent to the expression in (1.14) being \( \leq Ce^{-\gamma t} \) for all \( y \).

In contrast to ergodic Markov processes, for which the stationary measure is unique, there can be infinitely many qsd's. This has been pointed out by Cavender (1978) for the birth and death process. For this process, the set of qsd's is empty, a singleton or a continuum indexed by a real parameter; see Theorem 3.2 in van Doorn (1991). Some qsd's can be characterized as "minimal"; those that have minimal expected absorption time at 0.

In Section 2, we sketch the proof of Theorem 1 and give an alternative characterization of qsd's. Under this characterization a qsd is a fixed point of a certain transformation \( \Phi \) on the space of probability measures. In Section 3 we introduce a family of renewal processes associated with this transformation and study the dynamical system induced by \( \Phi \). In Section 4, we prove Theorem 1.1 by showing that the set of fixed points of \( \Phi \) is nonempty. Under the hypotheses of Theorem 1.1 plus the additional hypothesis (5.1), we show in Section 5 that \( \Phi^n \delta_x \) converges along some subsequences to a minimal qsd. For the birth and death process we show in Theorem 6.1 that \( \Phi^n \delta_x \) converges to the (unique) minimal qsd.
2. Stationary Markov processes related to qsds. To motivate our approach, assume that we can pass to the infinitesimal form of (1.2). So we would have that if $\mu$ is a qsds, then it satisfies

\[(2.1) \quad \sum_{y \geq 1} \mu(y)(q(y, y) + q(y, 0)\mu(x)) = 0 \quad \text{for all } x \geq 1.\]

This equation can be interpreted by saying that $\mu$ is the invariant measure for the process on $\{1, 2, \ldots\}$ with transition rate matrix $Q^\mu$ given by

\[(2.2) \quad q^\mu(x, y) = q(x, y) + q(x, 0)\mu(y), \quad x, y \geq 1.\]

Condition (2.1) can be read as $\mu Q^\mu = 0$. The equivalence between (1.2) and (2.1) will be proven in Proposition 2.1. This implies that $\mu$ is a qsds if and only if $\mu Q^\mu = 0$ and suggests the introduction of the transformation $\Phi$: $\mu \mapsto \nu$, where $\nu$ is the unique solution of $\nu Q^\mu = 0$. In fact, a fixed point of $\Phi$ is a qsds. We link the transformation $\Phi$ with a renewal process. Let $F^\mu$ be the distribution of the absorption time of the process starting with $\mu$. We show that $F^{\Phi^\mu}$ is the stationary distribution of the residual time of the renewal process with interarrival times distributed as $F^\mu$. This allows us to show that if $F^\mu$ has exponentially bounded tails, then $F^{\Phi^\mu}$ converges along subsequences to an exponential distribution. This together with tightness of $\Phi^\mu$ and the Schauder–Tychonov fixed point theorem are the key tools to prove Theorem 1.1.

For any probability measure $\mu$ on $\{1, 2, \ldots\}$, let $Y^\mu(t)$ on $\{1, 2, \ldots\}$ be the Markov process with transition rate matrix $Q^\mu$ given by (2.2). It is convenient to have a construction of $Y^\mu(t)$ related to the absorbing process $X(t)$ with initial distribution $\mu$. Let $\{X_k(t): k = 1, 2, \ldots\}$ be a sequence of independent copies of $X(t)$ with initial distribution $\mu$ and absorption times $t_k = \inf\{t: X_k(t) = 0\}$. Define $s_0 = 0$, $s_k = \sum_{i=1}^k t_i$ for $k \geq 1$ and

\[(2.3) \quad Y^\mu(t) = \sum_{k=1}^\infty X_k(t - s_{k-1})1[t \in [s_{k-1}, s_k)].\]

In words, each time that a copy of the process $X(t)$ is absorbed, it is replaced immediately by a new copy. Such “resurrection processes” have been considered in the literature before, for example, in Pakes (1993) and some of its references. It is easy to see that the process constructed by means of (2.3) has transitions rates given by (2.2) and initial distribution $\mu$. Observe that the $s_k$ are the occurrence times of a renewal process with interarrival intervals distributed as $F^\mu$, the absorption time of the process with initial measure $\mu$. To have a similar construction of $Y^\mu(t)$ for another initial distribution $\rho$, it suffices to take $\rho$ as the initial distribution of the first copy $X_1(t)$.

Since all states $\{1, 2, \ldots\}$ connect, the assumption $E_\mu R < \infty$ implies that $Y^\mu(t)$ is positive recurrent, so there exists a unique invariant measure, that is, a unique probability measure $\nu$ on $\{1, 2, \ldots\}$ satisfying $\nu Q^\mu = 0$ [see Asmussen (1987), Theorem 2.4.2]. Let $\Phi$ be the transformation $\Phi$: $\mu \mapsto \nu$. Thus $\Phi$ is a map from the probability distributions on $\{1, 2, \ldots\}$ into itself.
The stationary distribution $\Phi^\mu$ of $Y^\mu$ is given by [see Asmussen (1987), Theorem 2.4.2]

\begin{equation}
\Phi^\mu(y) = \frac{1}{E^\mu R} \int_0^\infty P^\mu(X(t) = y) \, dt.
\end{equation}

We show now that the fixed points of $\Phi$ are qsd's.

**Proposition 2.1.** Let $\mu$ be a probability measure on $\{1, 2, \ldots\}$ such that $E^\mu R < \infty$. Then $\Phi^\mu = \mu$ implies $\mu Q^\mu = 0$. Also $\mu Q^\mu = 0$ is equivalent to $\mu$ being a qsd.

**Proof.** Since $\Phi^\mu$ is defined as the unique probability measure $\nu$ satisfying $\nu Q^\mu = 0$, $\mu = \Phi^\mu$ implies $\mu Q^\mu = 0$.

Now $\mu Q^\mu = 0$ is simply condition (2.1). The equivalence between (2.1) and $\mu$ being a qsd, under the condition (1.1), is just Theorems 3.4, 4.1 and the succeeding Remark (1) in Nair and Pollett (1993) [earlier discussions of the equivalence between (2.1) and (1.2) can be found in Vere-Jones (1969) and Pollett (1986)].

3. The associated renewal processes and the dynamics of the residual map. Let $\tau_i$ be the interarrival times of a renewal process. That is, the $\tau_i$ are independent and identically distributed as a random time $\tau$ with distribution $F$. Let $N(t)$ be the number of renewals up to time $t$ and let $\sigma_i = \sum_{k=1}^i \tau_k$ be the time of the $i$th renewal. We assume that $E_{\tau} < \infty$ and that $F$ is not a lattice distribution. We introduce the residual map $\Psi: F \rightarrow \Psi F$ acting on the set of time distributions where $\Psi F$ is the limit distribution of the residual time given by

\begin{equation}
1 - \Psi F(s) = \lim_{t \to \infty} P((\sigma_{N(t)+1} - t > s) = \frac{1}{E_{\tau}} \int_s^\infty (1 - F(\omega)) \, dw.
\end{equation}

**Lemma 3.1.** If $E^\mu R < \infty$, then $F^{\Phi^\mu} = \Psi F^\mu$.

**Proof.** The distribution of $R$ under $\Phi^\mu$ is given by

\begin{align*}
1 - F^{\Phi^\mu}(s) &= P_{\Phi^\mu}(R > s) \\
&= \frac{1}{E^\mu R} \sum_{y \geq 1} \int_0^\infty P^\mu(X(t) = y) P^\mu(R > s) \, dt \\
&= \frac{1}{E^\mu R} \int_0^\infty P^\mu(R > t + s) \, dt \\
&= \frac{1}{E^\mu R} \int_s^\infty P^\mu(R > t) \, dt.
\end{align*}

\begin{equation}
= 1 - \Psi F^\mu(s).
\end{equation}
We now analyze the residual map $\Psi$ in the context of renewal processes. Let $F$ be the interarrival distribution and write $m_k(F)$ for the $k$th moment of $F$. Assume that $m_k(F) < \infty$ for all $k$. Set $F_k = \Psi^k F$. These iterates of $\Psi$ were investigated in Harkness and Shantaram (1969). They already derived the following relations (3.3)–(3.5):

$$1 - F_{k+1}(s) = \frac{1}{m_1(F_k)} \int_s^\infty (1 - F_k(w)) \, dw. \quad (3.3)$$

Integration by parts and induction show that

$$m_1(F_k) = \frac{m_{k+1}(F)}{(k + 1) m_k(F)}. \quad (3.4)$$

By induction on $k$ this implies that

$$\frac{m_k(F_n)}{k!} = \frac{k + n - 1}{n} m_1(F). \quad (3.5)$$

Harkness and Shantaram looked at limits (after normalization) of $F_k$ along the full sequence of integers. Here we need conditions for subsequential convergence.

**Lemma 3.2.** Assume there exists a subsequence $\mathcal{N} = \{n_1, n_2, \ldots\}$ such that for all $k \geq 1$

$$\lim_{j \to \infty} \frac{m_{k+n_j}(F)}{n_j m_{k+n_j-1}(F)} = \theta > 0.$$

Then $F_{n_j}$ converges to an exponential distribution with mean $\theta$.

**Proof.**

$$m_k(F_n) = \frac{1}{(n + 1) \cdots (n + k)} \frac{m_{k+n}(F)}{m_n(F)}$$

$$= \frac{k!}{k!} \prod_{l=1}^{k} \frac{m_{l+n}(F)}{(n + l) m_{l+n-1}(F)} \to k! \theta^k$$

as $n \to \infty$, $n \in \mathcal{N}$. Since

$$k! \theta^k = \frac{1}{\theta} \int_0^\infty k e^{-t/\theta} \, dt$$

and since

$$\sum_{k \geq 1} \left( \frac{1}{(2k)! \theta^{2k}} \right)^{1/2k} = \infty,$$

the result follows from the standard method of moments [cf. Chung (1974), Theorem 4.5.5]. \qed
PROPOSITION 3.3. If for some $C < \infty$, $\lambda > 0$, it holds that $1 - F(t) \leq Ce^{-\lambda t}$ for all $t \geq 0$, then there exists a $\theta \leq 1/\lambda$ and a sequence $\mathcal{N} = \{n_1 < n_2 < \ldots\}$ such that

$F_n$ converges to an exponential distribution with mean $\theta$ as $n \to \infty$, $n \in \mathcal{N}$ (an exponential distribution with mean 0 is $\delta_0$).

PROOF. If $1 - F(t) \leq Ce^{-\lambda t}$ for all $t \geq 0$, then

$$m_k(F) = \int_0^\infty t^k \frac{dF(t)}{t} = \left[-t^k(1 - F(t))\right]_0^\infty + k\int_0^\infty t^{k-1}(1 - F(t)) \, dt$$

$$= k\int_0^\infty t^{k-1}(1 - F(t)) \, dt \leq Ck\int_0^\infty t^{k-1}e^{-\lambda t} \, dt$$

$$= Ck!\lambda^{-k}.$$

Thus

$$\prod_{j=1}^k \frac{m_j(F)}{jm_{j-1}(F)} = \frac{m_k(F)}{k!} \leq C\lambda^{-k}$$

so that

$$\theta := \liminf_{l \to \infty} \frac{m_j(F)}{jm_{j-1}(F)} \leq \frac{1}{\lambda}.$$

Let $\mathcal{J} = \{j_1, j_2, \ldots\}$ be a subsequence for which

$$(3.6) \quad \frac{m_{j_l}(F)}{j_lm_{j_{l-1}}(F)} \to \theta \quad \text{for} \quad l \to \infty.$$

If $\theta = 0$, then

$$m_1(F_{j_l-1}) = \frac{m_{j_l}(F)}{j_lm_{j_{l-1}}(F)} \to \theta = 0,$$

so that $F_{j_l-1}$ converges to the Dirac distribution concentrated on $\{t = 0\}$ and we are done. If $\theta > 0$, then we use the fact that $m_{j+1}(F)/m_j(F)$ is increasing in $j$ as a consequence of Schwarz's inequality

$$(m_j(F))^2 \leq m_{j-1}(F)m_{j+1}(F).$$

Therefore, for any $k \geq 0$,

$$\theta \leq \liminf_{l \to \infty} \frac{m_{j_l-k}(F)}{(j_l - k)m_{j_l-k-1}(F)} \leq \limsup_{l \to \infty} \frac{m_{j_l-k}(F)}{(j_l - k)m_{j_l-k-1}(F)}$$

$$= \limsup_{l \to \infty} \frac{m_{j_l-k}(F)}{j_lm_{j_l-k-1}(F)} \leq \limsup_{l \to \infty} \frac{m_{j_l}(F)}{j_lm_{j_l-1}(F)} = \theta.$$
It follows that for each fixed $k$,
\[
\frac{m_{j_i-k}(F)}{(j_i-k)m_{j_i-k-1}(F)} \to \theta
\]
and we can take $n_i = j_i - r_i$ with $r_i \to \infty$ so slowly that for each fixed $k \geq 0$,
\[
\lim_{i \to \infty} \frac{m_{n_i+k}(F)}{(n_i+k)m_{n_i+k-1}(F)} = \theta.
\]

The proposition now follows from Lemma 3.2. □

4. Existence of qsd.

**Theorem 4.1.** Assume that (1.1), (1.4) and (1.5) hold. Define
\begin{equation}
\lambda_0 = \sup \{ \lambda : E_x e^{\lambda R} < \infty \}.
\end{equation}
Then $\lambda_0$ is independent of the choice of $x$ and for each $x$,
\begin{equation}
F'_n(t) : = F^{\Phi^\delta_x}(t) = P_{\Phi^\delta_x}(R \leq t) \to 1 - e^{-t\lambda_0}
\end{equation}
with
\begin{equation}
0 < \lambda_0 = \left( \lim_{n \to \infty} E_{\Phi^\delta_x} R \right)^{-1} < \infty.
\end{equation}
Finally, for fixed $x \geq 1$, there exists a subsequence $\mathcal{N}'$ and a probability measure $\mu_x$ on $(1, 2, \ldots)$ such that $\Phi^\delta_x$ converges weakly to $\mu_x$ along $\mathcal{N}'$ and such that
\begin{equation}
P_{\mu_x}(R > t) = e^{-\lambda_0 t}.
\end{equation}

**Remarks.** (i) Condition (1.4) is unpleasant, but can probably not be dispensed with entirely. It is crucially used to prove tightness of the family (4.7) below and also at the end of the proof of Proposition 4.2.

(ii) Assume that the hypotheses of Theorem 4.1 hold, so that $F'_n$ converges to an exponential distribution with mean $\theta > 0$. Then is it true that
\begin{equation}
\lim_{t \to \infty} \frac{P_x(X(t) = y)}{P_x(X(t) \neq 0)} = \lim_{n \to \infty} (\Phi^\delta_x)(y)?
\end{equation}
In other words, does the Yaglom limit exist and does the limit in the right-hand side of (4.5) exist and are they equal? In the next section we shall prove that the limit in the right-hand side indeed exists under the additional assumption (5.1) and that it is a so-called minimal qsd. That (4.5) holds for a finite Markov chain was proven by Darroch and Seneta (1965). The relation (4.5) for the random walk follows from Section 3 of Seneta (1966) and Section 5 of Cavender (1978). van Doorn (1991) and van Doorn and Schrijver (1992) give conditions for the existence of the Yaglom limit for birth and death processes. Under these conditions, Theorem 4.1 of van Doorn (1991) and Theorem 6.1 in this paper imply that (4.5) holds for the birth and death case.
Kesten (1995) shows the Yaglom limit exists for a discrete time Markov chain on \( \{0, 1, \ldots\} \) with 0 as absorbing state, if the chain can only make jumps of bounded size and satisfies some further uniform irreducibility condition. He also gives a counterexample of a chain for which there exists a qsd but the Yaglom limit does not exist.

**Proof of Theorem 4.1.** First we note that the independence of \( \lambda_0 \) from \( x \) follows easily from the irreducibility of \( Q \). For the remainder of the proof we fix \( x \geq 1 \) and write \( F \) for \( F_0 = F^{\delta_x} \), that is, \( F(t) = P_x(R \leq t) \).

We next prove that

\[
\liminf_{n \to \infty} \frac{m_{n+1}(F)}{(n+1)m_n(F)} \geq \frac{1}{\lambda_0}.
\]

Indeed, if (4.6) fails, then as in the argument following (3.6) we can find a subsequence \( \mathcal{N} \) such that along \( \mathcal{N} \), \( F_n \) converges to an exponential distribution with mean \( \theta < 1/\lambda_0 \). We claim that this contradicts the maximality of \( \lambda_0 \). To see this, we set \( \mu_n = \Phi^{\delta_x} \). Then we note that the family

\[
\{ \mu_n : n \in \mathcal{N} \}
\]

is tight. Indeed, for each \( \varepsilon > 0 \) we can find \( t(\varepsilon) \) such that for all \( n \in \mathcal{N} \),

\[
\varepsilon \geq P_{\mu_n}(R > t(\varepsilon)) = 1 - F_n(t(\varepsilon)) = \sum_{y \geq 1} \mu_n(y)P_y(R > t(\varepsilon))
\]

and consequently

\[
\mu_n\{y : P_y(R \leq t(\varepsilon)) \leq 1/2\} \leq 2\varepsilon.
\]

Thus, the family (4.7) is tight under (1.4). By going over to a further subsequence, if necessary, we may assume that

\[
\mu_n \Rightarrow \mu_\infty \quad \text{as} \quad n \to \infty \quad \text{in} \quad \mathcal{N}
\]

for some probability distribution \( \mu_\infty \) on \( \{1, 2, \ldots\} \). Furthermore,

\[
P_{\mu_n}(R > t) = \sum_{y \geq 1} \mu_n(y)P_y(R > t) = \lim_{n \to \infty} \sum_{y \geq 1} \mu_n(y)P_y(R > t)
\]

\[
= \lim_{n \to \infty} \sum_{n \in \mathcal{N}} \mu_n(y)P_y(R > t)
\]

Then \( \mu_\infty \) charges some point \( y \) and

\[
\mu_\infty(y)P_y(R > t) \leq P_{\mu_\infty}(R > t).
\]

Thus

\[
P_y(R > t) \leq \frac{1}{\mu_\infty(y)}e^{-t/\theta},
\]

which indeed contradicts our choice of \( \lambda_0 \). So (4.6) must hold.

This same argument can be used to find a \( \mu_\infty \) which satisfies (4.4). Indeed, by (4.1) there exists for any \( \varepsilon > 0 \) a constant \( C = C(\varepsilon) > 0 \) such that

\[
P_x(R > t) \leq C \exp\left( -\left( \lambda_0 - \varepsilon \right)t \right)
\]
for all $t \geq 0$. By Proposition 3.3 there exists a subsequence $\mathcal{N}'$ such that $F_n$ converges along $\mathcal{N}'$ to an exponential distribution with mean less than or equal to $1/(\lambda_0 - \varepsilon)$. By doing this for different $\varepsilon$ one can choose $\mathcal{N}'$ such that $F_n$ converges along $\mathcal{N}'$ to an exponential distribution of mean at most $1/\lambda_0$. Then the preceding argument with $\mathcal{N}$ replaced by $\mathcal{N}'$ yields the desired $\mu_\infty$. Note also that the existence of this $\mu_\infty$ implies

$$P_x(R > t) \leq Ce^{-\lambda_0 t}.$$  

Next we prove a converse of (4.6), namely,

$$(4.9) \quad \limsup_{n \to \infty} \frac{m_{n+1}(F)}{(n+1)m_n(F)} \leq \frac{1}{\lambda_0}.$$  

Suppose that (4.9) does not hold. Then there exists an $\eta > 0$ and a subsequence $\mathcal{N}''$ such that

$$(4.10) \quad \frac{m_{n+1}(F)}{(n+1)m_n(F)} \geq \frac{1}{\lambda_0} + \frac{\eta}{2}$$

for any $n \in \mathcal{N}''$. Since $m_{k+1}(F)/m_k(F)$ is increasing in $k$,

$$(4.11) \quad \frac{m_{j+1}(F)}{(j+1)m_j(F)} \geq \frac{1}{\lambda_0} + \frac{\eta}{2}$$

for $n \leq j < j + 1 \leq n(1 + C\eta)$, $n \in \mathcal{N}''$, and $C$ satisfying

$$\frac{1}{1 + C\eta} \left( \frac{1}{\lambda_0} + \frac{\eta}{2} \right) \geq \frac{1}{\lambda_0} + \frac{\eta}{2}.$$  

For $n \in \mathcal{N}''$, take $i(n) = \text{integer part of } n(1 + C\eta)$. Then

$$\frac{m_{i(n)}(F)}{i(n)!} = \frac{m_n(F)}{n!} \prod_{j=n}^{i(n)-1} \frac{m_{j+1}(F)}{(j+1)m_j(F)} \geq \frac{m_n(F)}{n!} \left( \frac{1}{\lambda_0} + \frac{\eta}{2} \right)^{C\eta n},$$

by (4.11). Hence

$$\liminf_{n \to \infty} \frac{m_{i(n)}(F)}{i(n)!}^{1/i(n)} \geq \liminf_{n \to \infty} \left[ \left( \frac{m_n(F)}{n!} \right)^{1/n} \left( \frac{1}{\lambda_0} + \frac{\eta}{2} \right)^{C\eta n} \right]^{n/i(n)}$$

$$\geq \left[ \frac{1}{\lambda_0} \left( \frac{1}{\lambda_0} + \frac{\eta}{2} \right)^{C\eta} \right]^{1/(1+C\eta)}.$$  

However, this is impossible, since $P_x(R > t) \leq Ce^{-\lambda_0 t}$ implies $m_t(F) \leq C il(1/\lambda_0)^t$ as in the proof of Proposition 3.3. We have therefore proved

$$\lim_{n \to \infty} \frac{m_{n+1}(F)}{(n+1)m_n(F)} = \frac{1}{\lambda_0},$$
which, by Lemma 3.2, implies that $F_n$ converges to an exponential distribution with mean $1/\lambda_0$. Moreover, by (3.4),

$$E_{\theta^n \delta^t} R = \frac{m_{n+1}(F)}{(n+1)m_n(F)} \to \frac{1}{\lambda_0},$$

so that the equality in (4.3) holds.

Last, we observe that for any distribution $\mu$ on $\{1, 2, \ldots\}$ and any $x$ in the support of $\mu$,

$$E_\mu R \geq \mu(x) E_x R > 0.$$ 

In addition, $E_x R \to \infty$ as $x \to \infty$, by (1.4). Thus the second inequality in (4.3) follows, while the first inequality in (4.3) is obtained from (1.5). \( \square \)

Let

$$\mathbb{M}_\theta = \{ \mu : \mu \text{ a probability distribution on } \{1, 2, \ldots\} \}$$

such that $P_\mu(R > t) = e^{-t/\theta}$.

Then, from the last theorem, for $\theta = 1/\lambda_0$,

(4.12) \hfill $\mathbb{M}_\theta \neq \emptyset$.

We provide $\mathbb{M}_\theta$ with the topology of pointwise convergence [i.e., $\mu_k \to \mu$ if and only if $\mu_k(x) \to \mu(x)$ for all $x \geq 1$. Notice that

(4.13) \hfill $\Phi : \mathbb{M}_\theta \to \mathbb{M}_\theta$.

In fact, if $\mu \in \mathbb{M}_\theta$, then by (3.2),

$$P_{\theta_\mu}(R > s) = \frac{1}{E_\mu R} \int_s^\infty P_\mu(R > t) \, dt$$

$$= \frac{1}{\theta} \int_s^\infty e^{-t/\theta} \, dt = e^{-s/\theta}.$$

**Proposition 4.2.** Under the hypotheses of Theorem 4.1, if $\mathbb{M}_\theta \neq \emptyset$, then the transformation $\Phi$ has a fixed point in $\mathbb{M}_\theta$.

**Proof.** We prove the proposition by showing that $\Phi$ is continuous on $\mathbb{M}_\theta$ and that $\mathbb{M}_\theta$ is convex and compact. The result then follows from an application of the Schauder–Tychonov fixed point theorem [see Dunford and Schwartz (1958), Theorem V.10.5].

Now we show the continuity of $\Phi$. If $\mu_k(z) \to \mu(z)$ for all $z \geq 1$ and $\mu_k, \mu \in \mathbb{M}_\theta$, then

$$E_{\mu_k} R = E_{\mu} R = \theta.$$
Therefore, by (2.4) and Fatou's lemma, for any subset \( A \) of \( \{1, 2, \ldots\} \),
\[
\liminf_{k \to \infty} \sum_{y \in A} \Phi \mu_k(y) = \liminf_{k \to \infty} \frac{1}{E_{\mu_k}R} \int_0^\infty \sum_{z \geq 1} \mu_k(z) \sum_{y \in A} P_z(X(t) = y) \, dt \\
\geq \frac{1}{\theta} \int_0^\infty \sum_{z \geq 1} \mu(z) \sum_{y \in A} P_z(X(t) = y) \, dt = \sum_{y \in A} \Phi \mu(y).
\]
(4.14)

Since this holds for \( A \) as well as \( A^c \), we must have equality in (4.14). However, then also
\[
1 = \lim_{k \to \infty} \sum_z \Phi \mu_k(z) \geq \limsup_{k \to \infty} \Phi \mu_k(y) + \liminf_{k \to \infty} \sum_{z \neq y} \Phi \mu_k(z) \\
\geq \limsup_{k \to \infty} \Phi \mu_k(y) + \sum_{z \neq y} \Phi \mu(z)
\]
and it follows that
\[
\limsup_{k \to \infty} \Phi \mu_k(y) = \Phi \mu(y),
\]
which is the required continuity.

The convexity of \( \mathcal{M}_\theta \) is trivial. For compactness it suffices to prove sequential compactness, since the topology on \( \mathcal{M}_\theta \) is a metric one [e.g., \( d(\mu, \mu') = \sum_{y \geq 1} |\mu(y) - \mu'(y)|/2^y \) is a metric on \( \mathcal{M}_\theta \) whose induced topology is the topology of \( \mathcal{M}_\theta \)]. However, the sequential compactness of \( \mathcal{M}_\theta \) can be proven in the same way as in Theorem 4.1. We merely have to show that any sequence \( \{\mu_k\} \subset \mathcal{M}_\theta \) is tight, and this is done exactly as for the family (4.7). □

**PROOF OF THEOREM 1.1.** The theorem follows from Propositions 2.1 and 4.2 and (4.12). □

We finish this section by proving the following lemma announced in the Introduction.

**LEMMA 4.3.** Statements (1.9)–(1.13) imply (1.5).

**Proof.** Define \( \sigma_1, \sigma_2, \ldots \) as the successive jump times of \( X(\cdot) \). Then, for \( x \geq D_\delta \) we have by Neveu (1972), Lemma VII.2.8, or by Stout (1974), Lemma 5.4.1, that for \( \lambda \geq 0 \),
\[
E_x \exp(\lambda[ f(X(\sigma_1)) - f(x) + D_1]) \leq \exp(\Theta(\lambda)[D_1 + D_2]^2),
\]
with
\[
\Theta(\lambda) = [D_1 + D_2]^{-2}[\exp(\lambda(D_1 + D_2)) - 1 - \lambda(D_1 + D_2)],
\]
because a.e. on \( \{X(0) = x\} \) it holds that \( |f(X(\sigma_1)) - f(X(0)) + D_1| \leq D_1 + D_2 \).
However, then, for $0 < \varepsilon < D_5$,
\begin{align*}
E_x \exp (\lambda [ f(X(\sigma_1)) - f(x) ] + \varepsilon \sigma_1) \\
= E_x \exp (\lambda [ f(X(\sigma_1)) - f(x) ]) \exp (\varepsilon \sigma_1) \\
= E_x \exp (\lambda [ f(X(\sigma_1)) - f(x) ]) \frac{-q(x, x)}{-q(x, x) - \varepsilon} \\
\leq \exp (-\lambda D_1 + \Theta(\lambda) [D_1 + D_2]^2) \frac{D_5}{D_5 - \varepsilon}.
\end{align*}

Because $\Theta(\lambda) = O(\lambda^2)$ as $\lambda \to 0$, we can fix $\lambda > 0$ such that
\[-\lambda D_1 + \Theta(\lambda) [D_1 + D_2]^2 \leq - \frac{\lambda D_1}{2},\]
and then $\varepsilon > 0$ such that
\[\exp (-\lambda D_1 + \Theta(\lambda) [D_1 + D_2]^2) \frac{D_5}{D_5 - \varepsilon} \leq 1.\]

With these choices,
\[g(t) := \exp (\lambda [ f(X(t)) - f(X(0)) ] + \varepsilon t)\]
satisfies
(4.15)
\[E_x g(\sigma_1) \leq 1 = g(0) \quad \text{when } x \geq D_6.\]

If we now define
\[T = \inf \{ t \geq \sigma_1 : X(t) < D_6 \}\]
and
\[\nu = \inf \{ k : \sigma_k \geq T \},\]
then $g(X(\sigma_k \wedge \nu))$, $k \geq 0$, is a positive supermartingale, by virtue of (4.15). Moreover, on the event $(T \geq t)$ we have $\sigma_\nu \geq t$ [note that $\sigma_k \to \infty$ as $k \to \infty$ by virtue of (1.1)] and hence
\[g(X(\sigma_\nu)) = \exp (\lambda [ f(X(\sigma_\nu)) - f(X(0)) ] + \varepsilon \sigma_\nu) \geq \exp (-\lambda f(X(0)) + \varepsilon t).\]

Thus, for $x \geq D_6$,
(4.16)
\[P_x [ T \geq t ] \leq \exp (\lambda f(x) - \varepsilon t) E_x g(X(\sigma_\nu)) \leq \exp (\lambda f(x) - \varepsilon t).\]

(4.16) shows that $T$ has an exponentially bounded tail, when $X(0) \geq D_6$. However, then, even for $X(0) = x < D_6$, one has
\[P_x [ T \geq t ] \leq E_x (\exp (\lambda f(X(\sigma_1)) + \varepsilon \sigma_1) \exp (-\varepsilon t); X(\sigma_1 \geq D_6) + P_x (\sigma_1 \geq t) \leq D_7 \exp (-\varepsilon t),\]
for some constant $D_7$ which is finite when $\lambda$ and $\varepsilon$ are taken sufficiently small, by virtue of (1.12) and (1.1). From this it is not hard to obtain that $R$ also has an exponentially bounded tail, that is, that (1.6) holds. $\square$
5. Minimal qsd. Define
\[ \lambda(\mu) = \sup\{\lambda : E_\mu e^{\lambda R} < \infty\}. \]
Then, by (4.8), for any probability measure \( \mu \) on \( \{1, 2, \ldots\} \),
\[ \lambda(\mu) \leq \lambda_0, \]
with \( \lambda_0 \) as in (4.1). If \( \mu \) is a qsd, then \( F^\mu \) is exponential with mean \( E_\mu R = 1/\lambda_0(\mu). \) This implies that \( \lambda(\mu) = 1/E_\mu R \leq \lambda_0. \) When there is equality we call \( \mu \) a minimal qsd because the mean time of absorption is minimal.

Proposition 4.2, together with Proposition 2.1, shows that for any \( \theta \) for which \( \mathcal{M}_0 \) is nonempty, \( \mathcal{M}_0 \) actually contains a qsd. We shall now show that minimal qsd’s corresponding to \( \theta = 1/\lambda_0 \) can be obtained as subsequential limits of \( \Phi^n \delta_x \), when (1.1) is strengthened to
\[ -q(x, x) = \sum_{y \neq x} q(x, y) \leq C_1 < \infty \]
(5.1)
for some constant \( C_1 \) and all \( x \in \mathbb{N} \).

Specifically, we prove the following result.

PROPOSITION 5.1. Assume that (5.1) and (1.5) hold.

(a) If \( \mathcal{N} = \{n_1 < n_2 < \cdots\} \) is a sequence of integers such that for some \( x \geq 1, \Phi^n \delta_x \) converges weakly to a probability measure \( \mu_\infty \) on \( \{1, 2, \ldots\} \) (as \( k \to \infty \)), then \( \mu_\infty \) is a minimal qsd.

(b) Similarly, if \( \mathcal{T} = (t_k) \) is a sequence of real numbers with \( t_k \to \infty \) and \( \mu_\infty \) is a probability measure on \( \{1, 2, \ldots\} \) such that for some \( x \geq 1, \)
\[ \lim_{k \to \infty} \frac{P_x(X(t_k) = y)}{P_x(R > t_k)} = \mu_\infty(y), \quad y \geq 1, \]
(5.2)
then \( \mu_\infty \) is a minimal qsd.

Note that the last statement of Theorem 4.1 shows that (1.1), (1.4) and (1.5) together imply the existence of subsequences \( \mathcal{N} \) for which Proposition 5.1(a) applies.

The proof of Proposition 5.1 rests on a simple lemma.

LEMMA 5.2. If (5.1) holds, then for some \( \lambda_1 \in [\lambda_0, \infty) \) we have for all \( x, y \geq 1, \)
\[ \lim_{t \to \infty} \left(P_x(X(t) = y)\right)^{1/t} = e^{-\lambda_1}. \]
(5.3)
Moreover, for all \( x, y \geq 1 \) and all \( s \geq 0, \)
\[ \lim_{t \to \infty} \frac{P_x(X(t + s) = y)}{P_x(X(t) = y)} = e^{-\lambda_1 s}. \]
(5.4)
(\( \lambda_1 \) is independent of \( x \) and \( y \).)
Proof. For $h > 0$ and $kh \leq t \leq (k + 1)h$ it holds that

$$P_x(X(kh) = y)P_y(X(t - kh) = y) \leq P_x(X(t) = y) \leq P_x(X((k + 1)h) = y)(P_y(X((k + 1)h - t) = y))^{-1}.$$ 

Furthermore, for all $0 \leq u \leq h$,

$$1 \geq P_x(X(u) = x) \geq P_x(X(v) = x, \text{for } 0 \leq v \leq h) \geq e^{-C_1h} \quad \text{by (5.1)}. \tag{5.5}$$

From this one easily sees that it suffices to prove

$$\lim_{k \to \infty} (P_x(X(hk) = y))^{1/k} = e^{-\lambda_1h} \tag{5.6}$$

and

$$\lim_{k \to \infty} \frac{P_x(X(h(k + l)) = y)}{P_x(X(hk) = y)} = e^{-\lambda_1lh} \tag{5.7}$$

for all $x, y \geq 1, l \geq 1$ and $h > 0$. However, (5.6) is a well known easy consequence of subadditivity [see Vere-Jones (1967), Theorem A], whereas the ratio theorem (5.7) for the discrete time Markov chain $(X(kh))_{k \geq 0}$ is just Lemma 4 of Kesten (1995) [it is for this lemma that (5.1) is needed; the uniformity in $x$ in the last inequality of (5.5) is not really needed].

The fact that $\lambda_1 \geq \lambda_0$ follows immediately from the definition (4.1), which shows that $P_x(R > t) = \sum_{y \geq 1} P_x(X(t) = y) \leq e^{-(\lambda_0 - \varepsilon)t}$ for $\varepsilon > 0$ and $t$ sufficiently large. $\Box$

Proof of Proposition 5.1. (a) By (2.4), for any probability measure $\nu$ on $\{1, 2, \ldots\}$ and $y \geq 1$,

$$\Phi^\nu(x) = \frac{1}{E^\nu R} \int_0^\infty \sum_{x \geq 1} \nu(x)P_x(X(t) = y) \, dt.$$ 

Induction on $n$ then shows

$$\Phi^n\nu(x) = \prod_{k=0}^{n-1} (E_{\Phi^k\nu} R)^{-1} \int_0^\infty dt_1 \int_0^\infty dt_2 \cdots \int_0^\infty dt_n P_x(X(t_1 + t_2 + \cdots + t_n) = y)$$

$$= \prod_{k=0}^{n-1} (E_{\Phi^k\nu} R)^{-1} \frac{1}{(n - 1)!} \int_0^\infty t^{n-1}P_x(X(t) = y) \, dt.$$ 

In particular, if we fix $x \geq 1$ and write

$$c_n = \frac{1}{(n - 1)!} \prod_{k=0}^{n-1} (E_{\Phi^k\nu} R)^{-1},$$

then

$$\Phi^n\delta_x(y) = c_n \int_0^\infty t^{n-1}P_x(X(t) = y) \, dt. \tag{5.8}$$
Assume now that along some subsequence \( \mathcal{A} \), \( \Phi^n \delta_x \Rightarrow \mu_\infty \) for some probability measure \( \mu_\infty \) on \( (1, 2, \ldots) \). Then for \( s \geq 0 \), \( y \geq 1 \),

\[
P_{\mu_\infty}(X(s) = y) = \sum_{z \geq 1} \mu_\infty(z) P_z(X(s) = y) = \lim_{n \to \infty} \sum_{z \geq 1} \Phi^n \delta_x(z) P_z(X(s) = y)
\]

\[
= \lim_{n \to \infty} \sum_{z \in \mathcal{A}} c_n \int_0^\infty t^{n-1} P_x(X(t) = z) P_z(X(s) = y) \, dt
\]

\[
= \lim_{n \to \infty} \sum_{z \in \mathcal{A}} c_n \int_0^\infty t^{n-1} P_z(X(s + t) = y) \, dt.
\]

If we can show that for each fixed \( T \) the contribution of the integral over \( [0, T] \) to the right-hand side of (5.9) is negligible, then it follows from (5.4) that the right-hand side of (5.9) equals

\[
\lim_{n \to \infty} \int_0^\infty t^{n-1} P_x(X(t) = y) \, dt = e^{-\lambda_1 \mu_\infty(y)}.
\]

However, then

\[
P_{\mu_\infty}(X(s) = y) = e^{-\lambda_1 \mu_\infty(y)}
\]

and, by summing over \( y \),

\[
P_{\mu_\infty}(R > s) = \sum_{y \geq 1} P_{\mu_\infty}(X(s) = y) = e^{-\lambda_1 s}.
\]

Hence

\[
\frac{\sum_{x \geq 1} \mu_\infty(x) P_x(X(s) = y)}{\sum_{x \geq 1} \mu_\infty(x) P_x(X(s) \neq 0)} = \mu_\infty(y)
\]

and \( \mu_\infty \) is a qs.d. Moreover, (5.11) shows that for any \( x \) with \( \mu_\infty(x) > 0 \) and \( \varepsilon > 0 \),

\[
\mu_\infty(x) E_x\{e^{(\lambda_1 - \varepsilon)R}\} \leq E_{\mu_\infty}\{e^{(\lambda_1 - \varepsilon)R}\} < \infty,
\]

so that \( \lambda_0 \geq \lambda_1 \). Since we also have \( \lambda_1 \geq \lambda_0 \) (by Lemma 5.2), \( \lambda_1 = \lambda_0 \) and \( \mu_\infty \) is a minimal qs.d.

It remains to show that the integral over \( [0, T] \) can be neglected in (5.9). However, on the one hand,

\[
\int_0^T t^{n-1} P_x(X(t) = y) \, dt \leq T^n/n,
\]
while on the other hand, by (5.3), for $0 < \varepsilon < \lambda_1/2$ [recall that $\lambda_1 \geq \lambda_0 > 0$ by (1.5)] and $n$ large,

\[
\int_0^\infty t^{n-1} P_z(X(t) = y) \, dt \geq \int_0^{\infty/t \leq 1/(2e\lambda_1)n} t^{n-1} \exp(-(\lambda_1 + \varepsilon)t) \, dt \quad \text{[by (5.3)]}
\]

\[
\geq \int_0^{\infty} t^{n-1} \exp(-(\lambda_1 + \varepsilon)t) \, dt - \left( \frac{n}{2e\lambda_1} \right) \frac{n-1}{n}
\]

\[
= \frac{(n-1)!}{(\lambda_1 + \varepsilon)^n} - \frac{n^{n-1}}{(2e\lambda_1)^n} \geq \frac{(n-1)!}{2(\lambda_1 + \varepsilon)^n}.
\]

Clearly (5.12) is small with respect to (5.13) as $n \to \infty$. This proves the desired negligibility of the integral over $[0, T]$, and hence proves Proposition 6.1(a).

(b) The proof that $\mu_\infty$ is a minimal qsd when (5.2) holds is even more direct. This time,

\[
P_{\mu_\infty}(X(s) = y) = \sum_{z \geq 1} \mu_\infty(z) P_z(X(s) = y)
\]

\[
= \lim_{k \to \infty} \sum_{z \geq 1} c_k P_z(X(t_k) = z) P_z(X(s) = y),
\]

where

\[
c_k := (P_z(R > t_k))^{-1} = \left( \sum_{z \geq 1} P_z(X(t_k) = z) \right)^{-1}.
\]

Note that we can take the limit outside the sum in the right-hand side of (5.14) by Scheffé's theorem [see Scheffé (1947)]. Continuing (5.14) we have

\[
P_{\mu_\infty}(X(s) = y) = \lim_{k \to \infty} c_k P_z(X(t_k + s) = y)
\]

\[
= e^{-\lambda_1 s} \lim_{k \to \infty} c_k P_z(X(t_k) = y) \quad \text{[by (5.4)]}
\]

\[
= e^{-\lambda_1 s} \mu_\infty(y).
\]

This is (5.10) again, and proves $\mu_\infty$ is a minimal qsd as before. \hfill \Box

**Corollary 5.3.** If (5.1), (1.4) and (1.5) hold, then $\lambda_1 = \lambda_0$.

**Proof.** This is immediate because, with $\mu_\infty$ as in the last statement of Theorem 4.1, (4.4) as well as (5.11) must hold. \hfill \Box

**Remark.** Other conditions for the equality $\lambda_0 = \lambda_1$ are given in Section 3.3 of Jacka and Roberts (1993).

**6. The birth and death case.** In this section we treat the birth and death process. The transition matrix has elements $q(0, y) = 0$, for all $y$, and $q(x, y) = 0$ if $|x - y| > 1$. We assume that the rates are uniformly bounded: there exists $C < \infty$ such that

\[
q(x, x) < C, \quad x \in \mathbb{N}.
\]

(6.1)
Notice that (6.1) implies (1.1) and (1.4). We further assume that all nonzero states connect:

(6.2) for all $x > 0$, $q(x, x + 1) > 0$ and $q(x, x - 1) > 0$.

The process evolves according to the (backward) equation

\[ \frac{d}{dt} p_t(x, y) = \sum_{z=0}^{\infty} q(x, z) p_t(z, y), \]

where $p_t(x, y)$ is the probability that the process starting at $x$ be at $y$ at time $t$.

We assume that $E_x e^{\lambda R} < \infty$ for some $\lambda > 0$. Then by Theorem 1.1 there exist qsd's. The main result of this section is the following:

**Theorem 6.1.** For a birth and death process satisfying (6.1), (6.2) and (1.5), $\lim_{n \to \infty} \Phi^n \delta_x$ exists and is the unique minimal qsd.

First we prove in the next lemma that the distribution of the absorption time determines the initial measure.

**Lemma 6.2.** The function $\nu \to F^\nu$ (defined for $\nu$ a probability measure on $\{1, 2, \ldots\}$) is one to one: if $\nu \neq \rho$, then $F^\nu \neq F^\rho$.

**Proof.** We have

\[ \frac{d^n}{dt^n} p_t(x, y) = \sum_{z=0}^{\infty} q^{(n)}(x, z) p_t(z, y), \]

where $q^{(n)}(x, z)$ is the $(x, z)$-term of the matrix $Q^n$. So

\[ \left. \frac{d^n}{dt^n} p_t(x, 0) \right|_{t=0} = q^{(n)}(x, 0) \]

\[ = \sum_{z_1, \ldots, z_{n-2}} q(x, z_1)q(z_1, z_2) \cdots q(z_{n-2}, 1)q(1, 0). \]

Then

\[ \left. \frac{d^n}{dt^n} p_t(n, 0) \right|_{t=0} = q(n, n-1)q(n-1, n-2) \cdots q(1, 0) \]

and

\[ \left. \frac{d^n}{dt^n} p_t(z, 0) \right|_{t=0} = 0 \text{ if } z > n. \]

The facts that the $q(x, y)$ are uniformly bounded and that for any $x$ only a finite number of $z$'s satisfy $q(z, x) > 0$ imply that the $n$th derivative $(d^n/dt^n)F^\nu(t)$ exists and is given by

\[ \frac{d^n}{dt^n} F^\nu(t) = \sum_{z=0}^{\infty} \nu(z) \frac{d^n}{dt^n} p_t(z, 0). \]
Since \((d^n/dt^n)p_\nu(z,0)|_{t=0} = 0\) if \(z > n\), the above sum evaluated at \(t = 0\) only contains contributions for \(z = 1, \ldots, n\). From \((d^k/dt^k)p_\nu(k,0)|_{t=0} = q(1,0) > 0\) we deduce that \(\nu(n)\) is a linear function of \((d^k/dt^k)\nu(t)|_{t=0}, k = 1, \ldots, n\).

**Corollary 6.3.** A probability measure \(\mu\) is a qsd if and only if the absorption time distribution \(F_\mu\) is exponential. For any \(\theta\) there is at most one qsd \(\mu\) with \(E_\mu R = \theta\).

**Proof.** We already proved in Section 1 that \(F_\mu\) is exponential when \(\mu\) is a qsd. Conversely, if \(F_\mu\) is exponential, let \(\theta = E_\mu R\). By the last lemma, \(\mathcal{M}_\theta\) must be the singleton \(\{\mu\}\). By Proposition 4.2, \(\mu\) is a qsd.

**Proof of Theorem 6.1.** As in (4.7), \(\{\Phi^n\delta_x\}\) is right. From Proposition 5.1(a) we see that any limit point \(\lim_{n \to \infty} \Phi^n\delta_x = \mu_\infty\) is a minimal qsd. Lemma 6.2 implies that all the limit points are the same.
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